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CHEMISTRY

The authors note that Figs. 3 and 4 appeared incorrectly. The corrected figures and their legends appear below.

Fig. 3. (A–F) Absorptive total 2D electronic–vibrational spectra data for displayed $t_2$ waiting times. The dashed square box in each spectrum represents the initial position at $t_2 = 0$ fs of the excited-state vibration at $\omega_{IR} = 1,480$ cm$^{-1}$.

Fig. 4. Evolution of the 1,480 cm$^{-1}$ excited-state vibration along the electronic axis ($\omega_{VIS}$) as a function of the $t_2$ waiting time. The dashed line shows the center of the peak fitted to a biexponential function.
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The authors note that the modeling data reported in their paper has been deposited in the Model Archive under DOI 10.5452/ma-ax7dd and can be downloaded at modelarchive.org/project/index/doi/ma-ax7dd.
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Multidimensional nonlinear spectroscopy, in the electronic and vibrational regimes, has reached maturity. To date, no experimental technique has combined the advantages of 2D electronic spectroscopy and 2D infrared spectroscopy, monitoring the evolution of the electronic and nuclear degrees of freedom simultaneously. The interplay and coupling between the electronic state and vibrational manifold is fundamental to understanding ensuing nonradiative pathways, especially those that involve conical intersections. We have developed a new experimental technique that is capable of correlating the electronic and vibrational degrees of freedom: 2D electronic–vibrational spectroscopy (2D-EV). We apply this new technique to the study of the 4-(di-cyanomethylen)-2-methyl-6-(dimethylamino)styryl-4H-pyran (DCM) laser dye in deuterated dimethyl sulfoxide and its excited state relaxation pathways. From 2D-EV spectra, we elucidate a ballistic mechanism on the excited state potential energy surface whereby molecules are almost instantaneously projected uphill in energy toward a transition state between locally excited and charge-transfer states, as evidenced by a rapid blue shift on the electronic axis of our 2D-EV spectra. The change in minimum energy structure in this excited state nonradiative crossing is evident as the central frequency of the vibrational manifold is fundamental to understanding ensuing nonradiative pathways. The interplay and coupling between the electronic state and vibrational manifold is imperative. We have demonstrated a new experimental technique, 2D electronic–vibrational spectroscopy (2D-EV), that combines the advantages of 2D-ES and 2D-IR, providing the ability to correlate the initial electronic absorption and subsequent evolution of nuclear motions.

Degenerate multidimensional spectroscopy experiments have traditionally been performed in a background-free, four-wave mixing phase-matched geometry (1). With the advent and development of phase-shaping technology, it is now possible to take advantage of techniques routinely used in NMR, such as phase cycling, and apply them to nonlinear optical spectroscopy (16). Here, we perform 2D optical measurements in a partially collinear geometry, the so-called pump-probe geometry, as pioneered in the mid-IR and electronic regimes by the groups of Zanni and Ogilvie, respectively (17, 18) and as originally envisaged by Jonas and coworker (19). Our pulse sequence and interpulse time delays are illustrated in Fig. 1A. The first visible excitation pulse, $k_1$, creates a coherent superposition of the ground and excited electronic states. After a coherence time, $t_1$, a second pulse, $k_2$, converts the system into a population state, either on the ground (Fig. 1B) or excited electronic state (Fig. 1C). Following a given value of the waiting time, $t_2$, the mid-IR probe pulse interrogates the vibrational quantum state of the electronic–vibrational manifold with the subsequent evolution of high-frequency vibrational modes opening many potential avenues of fruitful study, especially in systems where electronic–vibrational coupling is important to the functionality of a system. This principle is paramount to understand the rapid nonradiative transfer between two (or more) electronic states via conical intersections where the Born–Oppenheimer approximation is not necessarily valid (13). For example, the primary steps in vision that involve the cis–trans isomerization of rhodopsin (14), or the phototransductive mechanisms that rapidly deliver excited DNA bases back to the ground state (15). The ability to directly measure these correlations has hitherto remained unexplored. Here, we demonstrate a new experimental technique, 2D electronic–vibrational spectroscopy (2D-EV), that combines the advantages of 2D-ES and 2D-IR, providing the ability to correlate the initial electronic absorption and subsequent evolution of nuclear motions.

Significance

To have a full understanding of the role of nuclear motions involved in nonradiative relaxation dynamics of complex molecular systems such as carotenoids, nanomaterials, and molecular photoswitches, the ability to correlate the electronic and nuclear degrees of freedom is imperative. We have developed 2D electronic–vibrational spectroscopy to observe this correlation, and this new spectroscopic technique will provide a direct probe of the coupling between electronic and nuclear dynamics at conical intersections, and thus the underlying mechanisms driving the ensuing photochemistry.
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Fig. 1. (A) Pulse ordering of electronic–vibrational experiments. The green \( k_1 \) and \( k_2 \) pulses represent the electronic (visible) excitation pulses, and the gray \( k_3 \) and \( k_{\text{sig}} \) pulses the vibrational (mid-IR) probe and vibrational echo pulses, respectively. Feynman and energy level diagrams for evolution on the (B) ground and (C) excited PESs. (D) Calculated DFT minimum energy ground-state structure of DCM dye. Schematic PESs for (E) the case where the first optically excited state undergoes a surface crossing to a CT state in near proximity to the vertical Franck–Condon region; and (F) for a two-level system where the Stokes shift arises from a large anharmonic shift on the excited state. The green arrows represent the initial absorption in \( E \) and \( F \), the blue arrows represent vibrational relaxation or motion along a reaction coordinate, \( Q \), and the red arrows represent the fluorescence.

system, which subsequently emits a signal, \( k_{\text{sig}} \), after the echo time, \( t_3 \). In the pump-probe geometry, \( k_3 \) and \( k_{\text{sig}} \) are collinear, meaning that the \( k_1 \) probe pulse self-heterodynes the emitted field. This has the significant advantage that the signal has a well defined phase relationship with respect to the heterodyne, \( k_3 \), obviating the need to phase each 2D-EV spectrum using the projection-slice theorem (20). One disadvantage of this implementation is that the signal is not background free. The \( k_1 \) and \( k_2 \) pump pulse pair are created using an acousto-optic programmable dispersive filter pulse shaper (AOPDF) (21), which affords attosecond precision over interpulse time delay, \( t_1 \), and accurate control over the relative carrier-envelope phase (\( \phi_{12} \)). In a pump-probe geometry, we can no longer take advantage of phase-matching conditions to separate all of the relevant Liouville pathways for the third-order response of the system, namely, the pump-probe signal, rephasing and nonrephasing signals (22, 23). The sum of the latter two signals comprise the total 2D spectrum of a system: a frequency–frequency correlation map of the initial absorption with the final emission. The pump-probe signal is insensitive to the relative phase of the visible pump pulses, whereas the rephasing (photon echo) and nonrephasing (free-induction decay) signals are sensitive to this phase, and thus a 2D spectrum can be obtained by phase cycling the pair of pump pulses. Each 2D-EV spectrum is created by collecting data for a series of \( t_1 \) time delays and \( \phi_{12} \) relative phases for a fixed \( t_2 \) waiting time. The mid-IR emission is frequency dispersed onto an array detector, and thereby \( t_3 \) is Fourier-transformed on the detector into its conjugate, \( \omega_{\text{IR}} \). The data are subsequently phase-cycled (17, 18), to create a time–frequency \((t_1−\omega_{\text{IR}})\) map, which is then apodized, zero-padded (24), and Fourier-transformed along the \( t_1 \) time delay to create the frequency–frequency, \( \omega_{\text{VIS}}−\omega_{\text{IR}} \), 2D-EV surface. A schematic of the full experimental setup is displayed in Fig. S1.

Two-dimensional electronic spectroscopy is a penetrating tool to observe many different pathways including population transfer, electronic coupling, and coherent superpositions of various states of a system. This has the downfall that there is a degree of ambiguity in both the manifestation of pathways in a 2D spectrum and their interpretation. Fortunately 2D-EV, like other two-color 2D experiments (18, 25), has a reduced number of pathways that can contribute to a spectrum. For excitation bandwidths that are insufficient to excite one quantum of the mid-IR vibration probed (such as the experiments detailed here), we are unable to drive any wave packets in the vibration probed. Therefore, we are only sensitive to the two pathways displayed in the Feynman diagrams and associated energy level structure in Fig. 1 B and C: vibrational evolution on the ground or excited state. Note that we have only displayed the rephasing pathway for each signal. The respective nonrephasing signals of the pathways depicted in Fig. 1 B and C, which have the conjugate evolution in the \( t_1 \) coherence, are not displayed. In 2D-EV experiments, the rephasing and nonrephasing
pathways contain identical information because the period of the high-frequency vibration is far longer than that of the electronic coherence.

To demonstrate this new experimental technique, we apply it to the laser dye 4-(di-cyanomethylene)-2-methyl-6-phenyl-dimethylnaphthyle (DCM), a model push-pull emitter (26). The calculated ground-state structure of DCM is displayed in Fig. 1D. The excited-state dynamics of DCM have been extensively studied, but the role of a charge-transfer (CT) state, especially in polar solvents, has remained inconclusive. DCM exhibits a substantial solvatochromatic Stokes shift. In dimethyl sulfoxide (DMSO), the static Stokes shift ($\Delta\omega$) is 5,200 cm$^{-1}$ (see Fig. S2 for the absorption and fluorescence spectra in DMSO-$d_6$) but is only 3,200 cm$^{-1}$ in n-hexane (27). This difference in Stokes shift is also accompanied by a commensurate difference in the fluorescence quantum yield, which varies by two orders of magnitude between nonpolar and polar solvents (27, 28). There are currently two models for excited-state relaxation of DCM: (i) the first electronically excited state, $S_1$, is a valence or locally excited (LE) state that undergoes fast nonradiative decay into a lower-lying CT state (CT state between the dimethylaniline and pyran rings) and emission from CT state dominates the fluorescence quantum yield (29–34). This case is illustrated schematically in Fig. 1E. Some studies argue that the LE $\rightarrow$ CT surface crossing is accompanied by an excited-state isomerization or twisted intermediate (29, 30, 33, 34). The other proposed model (ii), illustrated in Fig. 1F, is that the $S_1$ state is CT in character and therefore has an anharmonically displaced potential compared with the $S_0$ state, which gives rise to the large vibrational Stokes shift (26, 35). The one prevailing conclusion from all of these studies is that the emissive state has some CT character.

Here, we demonstrate the first implementation (to our knowledge) of the new 2D-EV experimental method, tracking the evolution of the electronic excitation and simultaneously the associated changes in nuclear geometry with femtosecond time resolution. We are able to differentiate between the two proposed mechanisms leading to the observed large Stokes shift of DCM in DMSO-$d_6$ and propose a mechanism based on observed shifts along the electronic and visible axes of 2D-EV spectra and their respective timescales.

**Electronic-Vibrational Spectroscopy**

Fig. 2 displays the 1D visible broadband excitation pump, mid-IR probe spectrum as a function of $t_2$ waiting time. Negative features represent evolution of high-frequency vibrations on the excited PES, whereas positive signals are signatures of ground-state vibrations. The line width of the positive feature at 1,550 cm$^{-1}$ does not evolve with increasing $t_2$ waiting time, as expected for a ground-state vibration. Our ground-state density functional theory (DFT) calculation shows that the nuclear motion associated with this frequency is spread across the pyran and dimethylaniline aromatic rings and returns an energy for this mode in good accord with the linear FT-IR spectrum (Fig. S3). The excited-state vibration, initially centered at $\sim$1,480 cm$^{-1}$, shows a shift to higher frequency (10 cm$^{-1}$) as a function of increasing pump-probe time delay. The central frequency of this band was fitted to the sum of two exponentials with 270-fs and 2.9-ps time constants. The excited-state vibrations at 1,510 and 1,580 cm$^{-1}$ broaden slightly throughout the first few picoseconds, but the central frequencies do not change noticeably. The kinetics for the latter two excited-state vibrations grow in on a picosecond timescale. We believe this is because they spectrally overlap with the ground-state vibrational bands at $\sim$1,600 cm$^{-1}$ and 1,550 cm$^{-1}$, contaminating their kinetics and evolution (34). This is further reenforced as the frequency-resolved pump-probe spectra for single $t_2$ time delays contain many isobestic points: the signal does not go to zero $\Delta\omega/T$ for probe wavelengths either side of the excited-state vibrational features at 1,510 and 1,580 cm$^{-1}$. The 1,480 cm$^{-1}$ band, however, is spectrally more isolated from ground-state vibrations and shows a faster initial rise, and decays with the excited-state lifetime (34).

The shift in central vibrational frequency for the $\sim$1,480 cm$^{-1}$ mode is consistent with a change in excited-state geometry relative to the ground state; however, it is not apparent whether the vibrational mode in question shifts because of the associated change in Huang–Rhys factor for the vibration between the LE and CT states, or upon $S_1 \leftrightarrow S_0$ excitation and subsequent vibrational relaxation down an anharmonic vibrational ladder. This is the only mid-IR active vibrational mode that has an associated shift in its central frequency upon electronic excitation. This specific mode, therefore, must very sensitive to the change in geometry associated with either the LE $\rightarrow$ CT transfer and/or $S_1 \leftrightarrow S_0$ excitation.

This 1D pump-probe spectrum does not inform us about the simultaneous changes in the electronic line shape, i.e., the many low-frequency modes and combinations of vibrational states that contribute toward the electronic absorption spectrum. How this line shape changes with respect to an orthogonal high-frequency vibration will allow us to elucidate the dominant mechanism for excited-state relaxation in DCM.

Two-dimensional electronic–vibrational spectra are shown in Fig. 3 for a series of $t_2$ waiting times. Fig. S4 displays the 2D-EV spectra for $t_2 = 0$ fs. There are four main features in the spectrum, as per the pump-probe spectrum (Fig. 2). The vibrational line shapes evolve as per the pump-probe spectrum with $t_2$ time. The rephasing and nonrephasing spectra contain no extra information compared with the total 2D-EV spectra, and are displayed for $t_2 = 4.5$ ps as a function of their real, imaginary, and total values in Fig. S4. To emphasize the evolution of the $\sim$1,480 cm$^{-1}$ feature, we superimposed a square box over the excited-state absorption for its initial bounds at $t_2 = 0$ fs. Within the first few hundred femtoseconds, the central wavelength shifts to higher excitation energies (250 cm$^{-1}$); on a picosecond timescale the peaks in the 2D-EV spectra broaden along the electronic axis. We illustrate this by integrating over the band $\omega_{IR} = 1,464–1,490$ cm$^{-1}$ and plot the evolution of the feature as a function of $\omega_{EV}$ and $t_2$ waiting time (Fig. 4). Fitting the shift in the central wavelength of this feature, a 180 fs time constant is extracted.

![Fig. 2](image-url) One-dimensional electronic–vibrational pump-probe spectrum for DCM in DMSO-$d_6$. Evolution on the ground state is represented by positive features, and on the excited state by negative features.
The time evolution of the line shapes in the 2D-EV spectra merits discussion. As $t_2$ increases, the line shapes of the peaks evolve from rectangular (Fig. 3B, for example) to more elliptical on a picosecond timescale (Fig. 3F). The 2D-EV spectra measure the extreme cross-peak between electronic and vibrational degrees of freedom, and therefore analogy with evolution of 2D-IR and 2D-ES spectra is difficult. Peaks in 2D-EV spectra are sensitive to the correlation function between lower-frequency vibrational modes that comprise the diffuse structureless linear electronic absorption line shape (Fig. S2) and individual high-frequency vibrations on the ground or excited states. The line width along the vibrational axis represents the natural line width of the vibrational mode as dictated by the rotational constants and any low-frequency modes excited as spectators in the initial photoexcitation. These spectators are expected to relax in several picoseconds, which in turn may result in a narrowing of the line shape on the mid-IR axis. There is no spectral diffusion of vibrational modes as the initial and final vibrational states lie within the same electronic manifold, and experience correlated bath fluctuations. The visible axis, however, is susceptible to these very effects due to fluctuations of the bath affecting the ground–excited electronic state energy gap. The line width along the visible axis increases in width for all of the peaks due to spectral diffusion, as expected for simple aromatic dye molecules in solution (1, 2, 36). The precise details of such line shape evolution require further theoretical treatment and investigation.

The rapid blue shift in the electronic–vibrational line shape along the excitation axis for the 1,480 cm$^{-1}$ excited-state vibration seems counterintuitive, especially given the large Stokes shift (Fig. S2). If the initially excited state were the fluorescent state, and the Stokes shift represented a large vibrational relaxation on LE, then we would expect the electronic line shape to shift to the red and outside of our laser bandwidth (18,700–20,400 cm$^{-1}$). The blue shift can, however, be explained by considering the schematic in Fig. 1E and requires a small displacement along a reaction coordinate, $Q$, in the vertical Franck-Condon region. Upon photoexcitation, molecules are projected vertically onto the LE state close to the inner wall of the excited PES and feel a repulsive force inducing a semiballistic motion, as per the reflection principle (37). For the depicted surface in Fig. 1E, this drives molecules up in energy toward the transition state (TS) between the LE and CT states, as represented by the small barrier. The timescale of this blue shift is in accordance with a ballistic mechanism ($\tau = 180$ fs) (Fig. 4). Furthermore, our 2D-EV spectra show that the blue shift is not reversible: Once molecules traverse the barrier associated with the TS, and exit into the CT state, they must have sufficient momentum from the initial semiballistic motion that they cannot recross the TS, and instead follow the potential toward the minimum energy of the
excited-state vibration along the electronic axis as a function of the \( t_2 \) waiting time. The dashed line shows no correlation between the LE and CT states. This allows us to discriminate against anharmonic displacement on the electronic axis of the 2D-EV spectra represents a ballistic motion, upon Franck–Condon excitation, toward a TS between the LE and CT states. This allows us to discriminate against a model that involves direct excitation to a CT state with a large anharmonic displacement on the \( \Sigma_1 \) state.

This technique is currently limited to probing the final emission in the mid-IR, which currently limits the frequency range of vibrations possible to study. With the advent of increasingly broadband laser sources in the IR (38, 39), it may be possible to extend this method to the study of very low-frequency modes, which often comprise the vibrations that couple electronic states at conical intersections. However, 2D-EV has substantial capabilities to gain understanding into nonadiabatic dynamics of molecules at conical intersections, where the Born–Oppenheimer approximation is not necessarily applicable. We expect to be able to monitor the evolution of vibrational tuning modes that drive the degeneracies between electronic states in regions close to conical intersections on the excited PES and the commensurate evolution of the electronic dynamics.

These 2D-EV measurements set a new benchmark for the level of detail and correlation that can be extracted between electronic and vibrational degrees of freedom in the condensed phase. Emerging experiments, such as 2D-EV, represent a new challenge to theoretical chemistry, whereby the details elucidated in experiments will need to be matched by theoretical calculations. The DCM system described here, may very well represent a prototypical system to test high-level quantum mechanical/molecular mechanics calculations and complement the insights gained from 2D-EV.

Methods

A schematic of the full experimental apparatus is shown in Fig. S1. The output of a commercial regenerative amplifier (Coherent; Legend Elite USP, 800 nm, 40 fs, 0.9 mJ, 1 kHz) was used to pump a homebuilt mid-IR optical parametric amplifier (OPA) and visible noncollinear optical parametric amplifier (NOPA). The output of the NOPA (515 nm, 30 nm FWHM) was subsequently compressed to 20 fs with an AOPDF pulse shaper (Dazzler, Fastlite) (21) and characterized by self-referenced interferometry using cross-polarized wave generation (Wizzler, Fastlite) (40). These devices were linked in a way that enabled an iterative feedback to correct for higher-order dispersion. The AOPDF pulse shaper was subsequently used to generate a pair of phase-locked pump pulses with precise control over the relative time delay between \( k_1 \) and \( k_2 \), and relative carrier-envelope phase, \( \phi_2 \). These pulses were delayed on a delay stage and focused into the sample with an \( f = 25 \) cm, 90°-off-axis parabolic silver mirror. At the sample position, the total power of the visible pump pulses, \( k_1 + k_2 \), was 270 nJ with a 350-μm spot size. The output of the mid-IR OPA was split into probe and reference pulses with a \( 50:50 \) ZnSe beam splitter, and both focused into the sample with an \( f = 15 \) cm, 90°-off-axis parabolic gold mirror. Only the probe mid-IR probe pulse was overlapped with the visible pump. At the sample position, the power of the mid-IR pulses were measured to be \( \sim 100 \) nJ (6–μm, 250-μm spot size) and the mid-IR pulse duration was measured to be \( \sim 90 \) fs via interferometric autocorrelation. Both probe and reference IR pulses were then collimated and focused into a spectrometer and frequency dispersed onto two 64-element HgCdTe arrays (Infrared Systems Development). The mid-IR reference signal was used to normalize the probe signal laser intensities, compensating for the instability and noise intrinsic to ultrafast mid-IR laser pulse generation and detection. The relative polarization of the visible pump and mid-IR probe pulse was set to magic angle (54.7°).

For each waiting time, \( t_1 \), a 2D-EV surface was recorded by incrementing the relative phase of the pump \( k_1 \) and \( k_2 \) pulses for fixed \( t_1 \) time delays. We used a 3 x 1 x 1 phase cycling routine and rotated the frame to 1,000 nm. The coherence time delay, \( t_\chi \), was incremented in 0.89-fs time steps between 0 and 80 fs and therefore about double the sampling rate to satisfy the Nyquist–Shannon sampling theorem (at 1,000 nm, half the Nyquist frequency is 1.66 fs). Each data point that comprised a 2D-EV surface was acquired for 100 laser shots, and each surface was averaged three times. The 2D-EV spectra were collected for the values of \( t_1 \) between \( \sim 275 \) and 600 fs in 25-fs steps, 700 fs and 5 ps in 100-fs steps, and 6 and 20 ps in 1-ps steps.

Separate pump-probe data were acquired using the same apparatus and conditions as detailed above, except the Dazzler was used to chop the pump pulses. The pump-probe data were recorded as \( \Delta f_0 \) and averaged for five scans.

DFT Calculations.

DFT calculations were performed in Gaussian 09 (41) using the \( 6-31G^* \) basis set and a polarized solvent continuum model with appropriate dielectric constant for the DMSO solvent.

Sample.

DCM dye (Sigma-Aldrich) was dissolved in DMSO-d6 to make a solution with an optical density of 0.4 at the maximum visible laser intensity (515 nm) in a flow cell with a 250-μm path length (Fig. S2). The optical density of the ground-state IR transitions were \( \sim 0.02 \) (Fig. S3). The sample was prepared just before the start of experiments and continuously flowed throughout the measurement. All measurements were performed at 21 °C.

Data Analysis.

A Savitzky–Golay filter was applied to the data as to remove sharp water absorptions from the signal. Careful consideration was taken in this process such that the line widths in 2D-EV were unaffected by this filter and the apodization and zero padding.
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